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Introduction

What is the value of big data if the ability to analyze it and 
extract business insights is largely confined to data scientists? 
The answer is “very limited,” as data scientists today are as 
scarce as they are expensive. But that is the reality facing most 
enterprises today. They are struggling to enable business users 
and analysts without coding skills to analyze big data, for many 
reasons.

IT leaders are rapidly arriving at the conclusion that they need 
a new, distributed approach to big data analytics. Leading 
industry analysts agree that data volume is growing at a phe-
nomenal rate with “unstructured data” leading the way. It is this 
data where companies believe they will be able to differentiate 
from their rivals and gain a competitive edge. Legacy data 
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repositories are ill-suited for this challenging task, which easily 
explains why big data has been embraced so strongly.

Other terms related to “unstructured data” include “semi-struc-
tured data” and “multi-structured” data. These terms have nu-
anced distinctions, but for the purposes of this paper, the term 
“unstructured data” is used as the umbrella term for all three 
types, as the key point is that big data largely deals with data 
that is not structured per the relational model.

Due to the escalating growth in unstructured data creation, 
many enterprises are realizing traditional approaches to data 
management are not enough. As a result, these organizations 
are exploring options such as looking to data scientists to com-
plement the tasks traditionally assigned to business analysts.

This book will look closely at the emerging trends in big data 
and the pressing need for analytics solutions that emphasize 
more user-friendly approaches, such as more sophisticated 
visualization techniques. There are significant changes brewing 
that can potentially and irreversibly disrupt the traditional an-
alytics landscape, delivering heretofore unprecedented business 
insights.
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Chapter 1: A Brief Overview 
of the Big Data Ecosystem
(Hadoop, Spark, and Beyond)

As mentioned in the introduction, big data offers the greatest 
opportunity for organizations of all sizes to truly distinguish 
themselves and forge real competitive advantage. For example, 
the relative success of one company’s marketing program versus 
that of a competitor may boil down to which of the two does 
the best job of leveraging big data analytics on sentiment data 
scraped from social media feeds on Facebook or Twitter. That 
is very different from analyzing data warehouse data related to 
marketing campaigns conducted in the past. In short, big data 
can be used to glimpse the future of what consumers are likely 
to do, not just what they have already done. 

The key, as will be shown later in this book, is to deploy the 
analytics tools that enable the enterprise to explore and exploit 
big data.
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The Big Data Ecosystem Starts with 
Apache Hadoop
According to Alexa Internet, a leading commercial web traffic 
and analytics company, as of March 2017, three of the most 
commonly visited websites in the United States are Amazon, 
Facebook, and LinkedIn. Despite their different missions, one 
thing that each of these organizations have in common besides 
their phenomenal success is that they operate and maintain 
some of the biggest Hadoop clusters in the world. Since pub-
licly launching in 2006, this open source, Java-based frame-
work has extended far beyond its open source / search engine 
roots to become the premier platform for aggregating, storing, 
and processing extremely large data sets in distributed environ-
ments using commodity hardware.

Ten years later, Hadoop adoption and expansion has continued 
at a dramatic pace. In fact, leading experts believe that Hadoop 
is predicted to grow1 at a compound annual growth rate of 59% 
through 2020. This more than doubling every two years mirrors 
IDC’s predictions2 of growth in overall data volume. In fact, 
Forrester Research3 predicted that eventually all enterprises 
will adopt and deploy Hadoop somewhere in their organiza-
tion. A client survey by Gartner in September 20164 shows 
that 73% of organizations either have or plan to invest in big 
data, and that number increases to 86% for large enterprises.
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Hadoop’s core strength is capturing and storing multiple data 
types (unstructured, semi-structured, and structured) in almost 
limitless amounts, while offering a comprehensive framework 
for high-level big data analytics.

Data 
Warehouse

RDBMS

Streaming 
Sources

NoSQL

Data Lake

Users

Other Data Sources

Apache Hadoop Has Emerged as the De Facto Standard for Data Lakes

Hadoop is an ultra-scalable platform that was designed to 
exploit the collective power of hundreds if not thousands of 
clustered computing nodes. Like other successful open source 
projects such as Linux, Hadoop has an active community and 
has attracted the attention of open source vendors as well as 
legacy players offering their monetization strategies.

The source of Hadoop’s capability to store and process enor-
mous data sets is a robust programming model that controls 
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the commodity hardware-based computing nodes. Hadoop 
runs multiple data nodes and distributes workloads across 
a typical deployment using the MapReduce engine as one 
compute option. Hadoop and its ecosystem are highly 
fault-tolerant because of the built-in redundancy capabilities 
to prevent data loss should a node fail. Many other processing 
engines such as Apache Spark have increased in popularity for 
in-memory performance considerations, and can be resource 
managed using Apache YARN, adding tremendous flexibility 
to the big data ecosystem.

In with the New — and the Old, Too
The Hadoop ecosystem doesn’t behave like a rogue set of 
technologies. It has embraced both SQL, the global standard 
for communicating with and querying traditional relational 
database management systems (RDBMS), as well as online 
analytical processing (OLAP), commonly used in multidimen-
sional data analysis. In doing so, Hadoop attracted thousands 
of IT professionals trained in these traditional query languages.

As a result, the demand for these approaches spawned their 
own sub-ecosystem of open source projects and startups, as 
well as support by industry-leading software vendors such as 
Oracle and Microsoft. At last count, there are over 20 differ-
ent SQL-on-Hadoop offerings while OLAP-on-Hadoop is 
quickly catching up. 
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Four of the more well-known SQL-on-Hadoop offerings 
include: 

Apache Hive: Apache Hive is consid-
ered by the big data community as the 
first native SQL-on-Hadoop engine. It 
is mostly used in conjunction with 
traditional BI tools for batch data 
preparation as well as ETL (extract, 

transform, load) processes. Hive is supported by every major 
Hadoop distribution and has a very active open source commu-
nity sponsored by the Apache Software Foundation (ASF).

Apache Impala: Originally conceived by 
Cloudera and then donated to the Apache 
Software Foundation community, Apache 
Impala is a SQL-on-Hadoop engine that runs 
directly on top of a Hadoop installation. While 
Hive conducts its operations in batches, Impala 
works in real time and shines in multi-user 
interactive BI and analytics operations.

APACHE
DRILL

Apache Drill: Apache Drill is recog-
nized as the first distributed SQL 
query engine that incorporated a 
schema-free JSON ( JavaScript Object 

Notation) object model. Drill defines its schema dynamically 
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(“schema on read”) as opposed to others which require a 
predefined one. It also operates with its own execution engine 
which includes in-memory processing for fast, interactive 
ad-hoc querying.

Spark SQL: Spark SQL is a key 
component of Apache Spark. Spark 
SQL introduced a data abstraction 
called DataFrames which offers support for both structured 
as well as semi-structured data. It provides a domain-specific 
language (DSL) to manipulate these DataFrames in Scala, 
Java, or Python.

By providing support for these traditional approaches, Hadoop 
truly offers both scalability and flexibility as well as the poten-
tial to empower business analysts and other non-IT users to 
reap the benefits commonly associated with big data analytics.

Make Way for Spark
The big data ecosystem is certainly not limited to Hadoop. 
As of 2016, the most popular open source project globally is 
Apache Spark.5 Spark has captured the attention and imagi-
nation of data scientists, and increasingly, business analysts. It 
is an ultra-high speed general processing engine that is com-
patible with Hadoop and can access data sources including the 
Hadoop Distributed File System (HDFS) and Apache HBase. 
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Many industry analysts believe that long term, Spark may be 
a leading candidate if not the leader in providing the most 
user-friendly, fastest processing solution for advanced big data 
analytics.

According to the official Spark project page,6 more than 1000 
organizations use Spark in production environments most 
notably Amazon, eBay, and Pinterest. Many of these orga-
nizations run Spark on massive clusters covering thousands 
of nodes, to perform both ETL as well as data analyses on 
multi-petabyte data stores with ease.

While traditional MapReduce (and YARN) incorporates a 
disk-based data processing approach, Spark uses an in-memory 
application framework. This is one key reason why Spark advo-
cates are able to claim it is 100 times faster than MapReduce.

Other reasons for its wide-scale adoption include:

Strong language support: Spark has various APIs for three of 
the most popular programming languages used by open source 
and commercial software developers ( Java, Python, Scala), as 
well as for common data management languages such as SAS, 
SQL, and R, each of which are heavily used by data scientists 
and business analysts.
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Multiple deployment options: Spark can be deployed 
on-premises with a storage engine such as HDFS, as well as 
via cloud (public, private, hybrid). Spark provides an interactive 
shell and can be operated in batch mode, so it can be used in 
almost any setting.

Advanced data operations: Spark not only offers the “map” 
and “reduce” functions that are inherent in the MapReduce 
framework, it also added support for operations commonly 
available with databases such as “filter,” “join,” and “group by.” 
With such operations, a word count function can be written in 
Spark in only 4 lines of code versus 100 in MapReduce.

Graph data support: Spark natively provides the capability to 
handle graph data (i.e., sets of nodes/vertices/points connected 
by edges) via its GraphX service. When used in conjunction 
with data stored as rows and columns, this offers the benefit of 
quickly analyzing relationships between entities.

Whether the Hadoop ecosystem can continue to evolve to 
enable greater adoption and use by line-of-business managers 
and other non-IT staff remains to be seen, but the traction 
so far is very promising. For now, Spark’s greatest appeal is to 
data scientists for whom the framework can offer considerable 
productivity gains in the development of big data analytics 
solutions.
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Other Platforms: NoSQL, NewSQL, 
Object Stores
Other technologies in the big data ecosystem that work 
well alongside Hadoop, SQL-on-Hadoop, and Spark are 
worth mentioning here. These classes of technologies include 
NoSQL, NewSQL, and object stores. Each of these are in-
tended to solve big data challenges with different approaches 
as noted below. These technologies are typically used with 
Hadoop/Spark to handle big data analytics, as none of these 
technologies were designed specifically for analytics to the level 
Hadoop and Spark were. Still, their complementary use with 
Hadoop/Spark make them an important part of any modern 
data architecture.

Arguably, the most significant technology is the NoSQL 
databases, which were originally created to overcome the 
limitations of RDBMSs when using big data. Instead of a 
well-defined, tabular data model as specified by the relational 
model in RDBMSs, NoSQL databases “denormalized” data 
that allowed you to put as much data as you wanted into a 
single record. This meant that if you wanted to save or retrieve 
information about a specific entity, such as a person or an 
invoice, you only needed to access a single database record. This 
modeling of data allowed other advantages such as a scale-out 
architecture that leveraged low-cost, commodity hardware, just 
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like Hadoop. In conjunction, the performance was superior 
and much more cost-effective than RDBMSs because of the 
simplicity of the database reads and writes.

And while NoSQL databases often displaced RDBMSs for 
certain workloads, they are certainly not a drop-in replacement. 
The term NoSQL was originally interpreted as “‘No’ to SQL” 
for a short while until the industry acknowledged that NoSQL 
should not be viewed as a direct replacement to RDBMSs. The 
acronym morphed into “not only SQL” to suggest that NoSQL 
and relational databases could act as complements in a data 
center.

Some of the early technologies that helped to give rise to the 
NoSQL movement include MongoDB, CouchDB, Apache 
Cassandra, and Apache HBase, though many other NoSQL 
databases are available today. And the early origin of the term 
“NoSQL” is actually a little more complicated than described 
above, but one thing to note here is the irony of the name. 
While the pioneering NoSQL databases had no SQL inter-
face, more and more NoSQL databases today are adopting 
SQL as the query language, making NoSQL an increasingly 
obsolete name. Just as it had helped with Hadoop, SQL prom-
ises to make NoSQL databases easier to adopt and deploy in 
production environments.
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NewSQL represents the emerging class of technologies that 
leverage the key characteristics of RDBMSs but were archi-
tected to solve the scale limitations. Since traditional RDBMSs 
were designed to run on a single hardware server, handling 
scale for more data and more users typically meant upgrad-
ing your hardware. With NewSQL, you get all the benefits 
of RDBMSs while also gaining the benefit of scaling out 
on commodity hardware (again, like Hadoop), necessary for 
growing big data volumes. NewSQL databases are typically 
run in-memory to overcome the latency of disk accesses and 
of coordinating data sets across nodes in a cluster. Since the 
NewSQL databases are still in their early stages, they are less 
certain to impact the BI world in the near future as other 
emerging technologies. As such, much of the discussion in 
this book will not specifically call them out as data platforms 
for BI. Examples of NewSQL databases include MemSQL, 
VoltDB, and ClustrixDB.

Finally, object stores represent yet another approach to address-
ing big data challenges. These are simply low-cost places to 
store large volumes of data. Object stores are ideal for “objects” 
which in this context are large files. Each object/file is typically 
accessed via a standard URL. The advantages are purely about 
cost and convenience, as there’s no compute layer that pro-
cesses the data. These advantages have made object stores very 
popular for big data environments. Also, many websites take 
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advantage of object stores because object stores are one of the 
most inexpensive ways to store data that needs to be accessed 
across the cloud. Many popular technologies including Spark 
can leverage object stores such as Amazon S3 as the means for 
storing big data.
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One question frequently asked by BI vendors as well as in-
dustry experts is “What is the difference between BI and 
analytics?” In fact, when doing a Google search for “difference 
between BI and analytics,”1 you will receive over 3 million 
results (as of the time of the writing of this book). 

BI and analytics continue to be important capabilities in or-
ganizations around the world. In fact, BI is enjoying a rebirth, 
courtesy of the data explosion brought to the enterprise by 
big data, social media, the Internet of Things (IoT), and other 
sources. Because of this fact, it is definitely time well spent to 
review: 1) What the difference is between BI and analytics, and 
2) How BI has changed over the years.

Chapter 2: BI and Analytics 
Meet Business Transformation
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What is the Difference between BI 
and Analytics?
From a high level, BI and analytics both have the same pur-
pose: both help organizations tap into their data to improve 
decision making. However, how they actually achieve that goal 
is quite different.

Traditionally, BI leverages historical data to learn from past 
decisions, while analytics draw on different sources to pre-
dict future results. In other words, BI answers questions like, 
“what happened with…,” “when…,” “who…,” and even “how 
many…,” while analytics answers questions such as “what if…” 
and “what’s next…” Both apply to static data, while analytics 
often includes time-series data, which is a series of data points 
captured at specified periods over time. Examples of time-se-
ries data includes up-to-the-second stock prices, measurements 
from equipment sensors, and GPS readings in a navigation 
device.
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Business Intelligence Analytics

Focus past, present present, future

Typical users line of business (LOB), 
IT

LOB, IT, data science, 
business analysts

Questions answered “What happened?”
“When?”
“Who?”
“How many?”

“What if?”
“What will happen?”
“What’s next?”

Deliverables ad-hoc query
alert
canned report
custom report
data visualization
dashboard
balanced scorecard
data application

ad-hoc query
classification algorithm
regression model
segmentation model
dashboard
canned report
custom report

Methods roll up
slice and dice
filter
sort

descriptive modeling
data mining
text mining
multimedia mining
statistical / quantitative 
analysis

Comparison of BI and Analytics

Further, the methods each take are quite different. BI products 
provide users with tools to perform ad-hoc queries as well as 
create reports, dashboards, and scorecards as well as offer APIs 
to embed these objects into or even build applications. Some 
also provide monitoring and alert capabilities, notifying essen-
tial personnel if a threshold has been reached. On the other 
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hand, analytic applications incorporate various mining and 
modeling frameworks as well as provide support for statistical 
and other quantitative analyses.

Since organizations often were interested in gaining the ben-
efits associated with BI and analytics, they often had to buy 
multiple applications, often from different vendors, requiring 
time, money, and resources to maintain.

With the increased amount of unstructured data being creat-
ed from various sources, organizations have begun to rethink 
about how to store, analyze, and exploit this information, 
whether it’s stored on-premise or even on a private, public, or 
even hybrid cloud.

A Brief History of BI
It may come as a surprise, but the term “business intelligence” 
was first used in 1865 by Richard Miller Devens in his book 
Cyclopedia of Commercial and Business Anecdotes. However, 
it was nearly a century later when it was first adopted by the 
technical community when IBM researcher Peter Luhn pub-
lished “A Business Intelligence System” in 1958. Even then, it 
took until the 1980s for BI to gain visibility. This is when Bill 
Inmon and Ralph Kimball conceived the first “data warehouse” 
which brought data from multiple sources, storing the results 
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in a central “system of record” (in their case, a mainframe 
computer).
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Most BI/analytics-related 
innovations have occurred 
in recent years.

1970 20101990 2000

1970s: 
Earliest complete 
BI tools built.

Late 1990s: 
Emerging use of 
“big data” term in 
modern context.

2005: Apache Hadoop 
created at Yahoo!

2009: 
“NoSQL” emerges 
as term for modern, 
non-relational 
DBMS.

2010: Apache 
Hive released.

2012: 
Wave of modern BI platform vendors 
founded, including Arcadia Data, Kyvos
Insights, and Zoomdata.

2013: Cloudera Impala released 
(became an Apache Software 
Foundation project in 2015).

2015: 
Apache Drill 
released.

2017: Hadoop 
conferences change 
names to emphasize 
data, not products.

Timeline of Recent BI/Analytics Events

Initial data warehouses were tightly managed by corporate 
management information systems (MIS) departments. They 
controlled the entire process from end to end—creating, sched-
uling, and distributing “canned” reports to company’s executives 
and other line-of-business counterparts. When an individual 
or group required information that was not provided in those 
prepackaged documents, they submitted formal requests 
which took between days, weeks, and in some cases months to 
assemble. As time progressed, demand for these ad-hoc reports 
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multiplied in number, resulting in increased frustration and 
backlogs. 

By the early 1990s, companies interested in cutting costs start-
ed to migrate their data management operations from main-
frames to “client-server” environments using relational databas-
es to house their online transactional processing (OLTP) while 
introducing the world to online analytical processing (OLAP). 
As part of this platform shift, the first generation of indepen-
dent BI companies emerged to simplify report development 
and distribution. Enterprises often purchased large quantities 
of these products, but the vast majority of reports were still de-
veloped and maintained by MIS, with pockets of non-technical 
“power users” scattered across their ranks for good measure.

At the same time, use of computer-aided manufacturing 
(CAM) applications grew, including material resource plan-
ning (MRP), supply chain management (SCM), and product 
data management (PDM) systems. Computer-aided design/
computer-aided drafting (CAD) products forever changed how 
people managed development of new “things.” These “things” 
eventually would gain “smart” capabilities as well as the ability 
to connect with each other, which would be referred to as the 
“Internet of Things.”

While enterprise resource planning (ERP) products were 
initially developed in the 1980s, they became more popular 
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around this time due to the desire for companies to cut costs 
through using less expensive UNIX servers instead of main-
frames and minicomputers. Further, traditionally non-tech-
nical departments entered the information age through the 
introduction of sales force automation (SFA) and customer 
relationship management (CRM) applications, transforming 
operations for their respective organizations as well. 

Even though the target audiences for each of these systems 
were very different, one key detail all of them had in common 
was rudimentary (or in some cases, non-existent) reporting 
capabilities. This spawned the beginnings of the “analytical 
applications” market with both incumbent BI players as well as 
startups racing to reverse engineer these systems to address this 
glaring oversight.

In the mid to late 1990s, companies began to transform the 
Internet, which previously was mostly limited to government, 
academia, and increasingly, high tech companies, into a com-
munications channel as well as a source for generating revenue. 
BI embraced this new approach, offering “zero footprint” BI 
clients that were accessible by a desktop web browser. When 
used in conjunction with “analytical applications,” this helped 
set the stage for the advent of the enterprise performance man-
agement (EPM) market. 
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In the early 2000s, companies that were unable to invest in 
the human, hardware, and software capital associated with 
deploying traditional enterprise resource planning (ERP) 
and CRM systems on their own, finally were given a way to 
do so with the introduction of application service providers 
(ASP). Companies like Asera, Corio, and others offered their 
customers the ability to share a common installation. BI once 
again followed, which laid the seeds for the “Self-Service BI” 
movement.

Today there is an increasing number of tools claiming to offer 
close to real-time analytics for business analysts of all stripes—
not just data scientists. But as we will see in later chapters, not 
all these offerings are created equal.

WITHER THE RDBMS? NOT SO FAST…

Where do these latest developments leave the traditional BI 
world of structured data-driven data warehousing? After all, 
most of these traditional approaches are relatively expensive. 
Their ability to discover new patterns and business insights is 
highly limited to the subset of “normalized” data that has been 
painstakingly extracted and placed into a data warehouse or 
mart. Yet there is a rich and broad-based set of tools to very 
quickly analyze that information— and a great deal of legacy 
IT expertise to support that environment.
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It turns out that most enterprises today are not debating if data 
warehouses, enterprise data management systems, or even (big) 
“data lakes” will emerge as their ultimate data repository. They 
will all co-exist, and will continue doing so for several years to 
come. As technologies like Hadoop/Spark, NoSQL, NewSQL, 
and object stores are all complementary with the traditional 
technologies, organizations should expect to use some combi-
nation of these technologies together.

Since the vast majority of new data being created is recognized 
as “unstructured,” it is highly probable that use of traditional 
RDBMS systems will wane over time as the use of Hadoop/
Spark and the other big data technologies will increase. After 
all, these big data technologies were designed to elastically 
accommodate data growth.

THE PRESENT AND FUTURE OF ENTERPRISE 
REPORTING

Traditional data warehouses and enterprise data hubs have lit-
tle (if any) support for streaming or unstructured data in their 
native format unless IT endures the pain and expense of pre-
paring that data for the structured warehouse. Organizations 
are also finding it desirable to move some little-used warehouse 
data over to Hadoop where it can be stored more economically.
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So the bottom line is that both environments—Hadoop and 
RDBMS/enterprise data warehouses—each have unique, 
prized attributes. RDBMs are the past and present. Big data 
analytics on Hadoop represent the present and future, especial-
ly due to the massive growth of valuable data that businesses 
collect. As Forrester VP and Principal Analyst Boris Evelson 
summed it up,2 “Most BI applications are smart and only 
request aggregate, not detailed, result sets, minimizing network 
traffic between the app and database servers. But as big data 
volumes increase and enterprises mature their data mining and 
exploration applications, there’ll be an increasing requirement 
to analyze data at a detailed level, putting strain on network 
bandwidth.” Big data technologies like Hadoop were designed 
to handle this growing requirement.

SELF-SERVICE BI

Another important characteristic of this new BI era is the con-
cept of self-service BI—essentially a take on analytics allow-
ing business users to analyze mission-critical enterprise data 
with minimal or no IT intervention. According to Gartner,3 
by 2017, most business users will actually have access to the 
self-service tools they need to do this. Gartner also4 asserts that 
by 2020, self-service BI will comprise a full 80% of all enter-
prise reporting.
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It is important to note that self-service BI does not take 
humans out of the business decision equation. The specialized 
knowledge and insights business users have developed will be 
integral in solving business problems for years to come. Also, 
self-service BI should not be confused with self-sufficient BI. 
IT or some other entity still has to provide trusted data to be 
analyzed, so data quality remains pre-eminent. For organi-
zations that did not purchase a cloud-based BI tool, the BI 
systems themselves must be maintained and updated when 
necessary. Still, the importance of self-service BI cannot be 
overstated, given the predictions of very substantial growth in 
this critical area of enterprise reporting.

HADOOP ANALYTICS CASE STUDY

Consider the case of a company known as a leader in informa-
tion technology. This large vendor has a division that produces 
and sells efficient application-integrated data storage solu-
tions. A large volume of data gets created by their solutions in 
customer deployments, representing a wealth of information 
that could be mined to assist customer support, product design, 
and even marketing activities. This environment is a classic IoT 
analytics environment where large streams of data from many 
remote sources are continually analyzed to benefit both the 
company and the customer base. For example, quick identifi-
cation of a failed drive can enable rapid support, providing a 
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positive customer experience, not to mention the avoidance of 
customer data loss. Also, an analysis of which product features 
are most used and most underused can help the company pro-
vide customers with guidance on how to get the most value out 
of their deployment.

The company was collecting hundreds of millions of data 
points in half a million files per day from tens of thousands of 
servers. The data collection, however, was not the real problem. 
The company used Hadoop as the data platform as a means to 
cost-effectively scale for the growing volumes of data. While 
this division was new to Hadoop, the challenge was to offer 
the data to end users in a way that was granular, comprehen-
sive, consistent, and quickly accessible across business teams. 
When they implemented an in-cluster analytics solution that 
was architected for Hadoop, they were able to identify poten-
tial sales opportunities, underutilized and poorly provisioned 
systems, historical and real-time details on equipment reliabili-
ty, customer usage patterns, and more. Users were able to create 
interactive data applications with no coding required, allowing 
a powerful self-service BI environment that enabled agility and 
collaboration across teams.
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The concept of “citizen journalism” refers to common citizens 
“playing an role in collecting, reporting, analyzing, and dissemi-
nating news and information.”1 While citizen journalism in the 
United States has been around nearly as long as the country 
itself, it has become more commonplace substantially since 
the late 1980s. Citizen journalism is not unique to the United 
States; individuals and groups around the world have embraced 
the concept as well, such as during the 2010 Haiti earthquake, 
the Arab Spring, the 2013 protests in Turkey, and more recent 
events such as the Euromaidan events in Ukraine and the 
Syrian Civil War.

According to Terry Flew, Professor of Media and 
Communication at the Queensland University of Technology 

Chapter 3: Rise of the 
Citizen Data Scientist
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in Brisbane, Australia, there were three key elements which led 
to the rise in this viral information sharing approach:

• Open publishing

• Collaborative editing

• Distributed (online) content

All three elements are possible due to technological advances 
that simplified the business of journalism to all, even those who 
are not trained in journalistic practices. The use of the term 
“citizen” as an adjective to describe individuals empowered by 
technology also applies in “citizen data scientist.”

In 2015, Gartner coined the aforementioned term, character-
izing such an individual as “a person who creates or generates 
models that leverage predictive or prescriptive analytics but 
whose primary job function is outside of the field of statistics 
and analytics.” While the challenges of these armchair data 
analysts are different than their commentator counterparts, 
their primary objective is virtually the same. Some individuals 
discourage the use of the term “citizen data scientist”2 as in 
many cases it simply describes the work a business analyst or 
“power user” of a BI tool. However, we’ll use it for purposes of 
this book as a good way to describe analytics beyond what a ca-
sual business user might want to do, namely leverage advanced 
analytical processing with a simple visual interface.
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The broader story is about making data more valuable to more 
users. In the emerging world of big data analytics, “if the right 
BI-user applications can be built, this will empower a new gen-
eration of business data consumers, much broader than just the 
technical specialist pool of data scientists, DBAs, and analysts,” 
contends Nik Rouda, senior analyst at ESG.3 “Opening up 
access to insights in Hadoop would trigger a virtuous cycle of 
data utilization. As more users draw more value, that additional 
value would draw more innovation in the ways that Hadoop is 
leveraged across the business.”

The Imperative of User-Friendly 
Analytics
The bottom line is that big data analytics solutions can create 
significant business value by delivering relevant insights to 
the people best equipped to act on them for the good of the 
enterprise—and those people are business people. The success 
of digital natives such as Uber and Lyft transforming transpor-
tation, Amazon and eBay redefining retail, and YouTube and 
Hulu enabling “cable cutters” is closely linked to their ability to 
analyze data better than their competitors. Even companies in 
traditional industries definitely see how big data is truly accel-
erating business transformation.
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The challenge, of course, is putting in place the right platform 
and the right tools to allow increasingly more business analysts 
to undertake big data analytics projects. Gartner recommends 
starting by “facilitating ingestion, preparation, and analysis of 
complex data currently beyond the reach of business informa-
tion analysts.” Next, organizations need to “increase the range 
of analytics capabilities available to users by deploying tools” 
for data discovery, self-service data preparation, and behavioral 
analytics.

While data warehouses have been around since the 1980s, mass 
adoption has been primarily limited to large enterprises for 
the most part, due to their costs. Traditionally, data warehouses 
were centrally managed “on premises,” with storage supplied 
by a storage area network (SAN) or network-attached storage 
(NAS) devices. As the number of data warehouse consumers 
grew, the amount of system resources including storage, mem-
ory, and network bandwidth increased proportionally. Since 
data warehouses were originally intended to be repositories 
for structured data, maintaining and scaling such an environ-
ment proved to be costly from a Capex, Opex, or even a labor 
perspective.
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Hadoop as the Platform 
Game-Changer
Hadoop has radically altered these platform economics by 
leveraging inexpensive commodity hardware. That is, storage 
no longer needs to be centralized—it can be allocated to the 
low-cost nodes that also handle processing.

A key element of Hadoop is its distributed processing manager. 
By allowing the different nodes on a Hadoop cluster to handle 
processing of its own stored data, Hadoop greatly minimizes 
the movement of data, which minimizes latency associated 
with data movements. This setup is known as “data locality,” 
in which the processing work is done where the data resides, 
versus moving the data to designated processing nodes. More 
importantly, the technique of distributing work across many 
nodes for parallel processing leads to significant throughput 
gains. The end result is performance that approaches that of 
traditional data warehouses, but at a fraction of the cost.

Finally, Hadoop addresses the relative unreliability of distrib-
uted clusters of commodity hardware by storing (replicating) 
three copies of all data, with each of these copies being dis-
tributed across nodes. Should one node fail, its data is still 
available on two other nodes. Despite the replication of data, 
the use of commodity hardware still allows lower overall costs 
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as compared to traditional configurations that rely on high-end 
servers.

Thus the platform piece of the big data analytics equation rests 
on a solid foundation of Hadoop clusters. But the primary 
tools for analysts on Hadoop remain in the hands primarily 
of highly technical specialists such as data scientists who are 
comfortable with procedural languages, R, SAS, and Spark. 
Declarative approaches with SQL and SQL-like processing 
engines are possible, but are not yet mature enough for com-
plex, machine-generated SQL from mature BI tools. This 
means that data analysts must be willing to get their hands 
dirty with writing SQL. The more casual end user who prefers 
an intuitive graphical user interface (GUI) and data visual-
ization cannot rely on traditional tools to get true self-service 
access and analysis directly against big data platforms.

Data Visualization Comes to the Fore
The relationship between clear data visualization and subse-
quently communicating analyses and insights about that data 
is obvious. It’s simply easier for most people to intrinsically 
understand complex relationships visually as opposed to when 
they are presented as rows and columns and tables filled with 
text and numbers.
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How important is data visualization when it comes to ex-
panding big data analytics use beyond statisticians and data 
scientists to business analysts? In 2016 Gartner made signif-
icant changes4 to its vaunted Magic Quadrant for Business 
Intelligence and Analytics Platforms. Gartner predicated its 
changes on the belief that enterprise analytics has evolved to-
day to the point of being both more business-centric and more 
user friendly. Most organizations have incorporated a bimodal 
IT approach—simultaneously emphasizing safety and accuracy 
(via “traditional and sequential” approaches) as well as agility 
and speed (through more “exploratory and nonlinear” models).

However, as time progresses, companies will replace legacy BI 
products with more sophisticated yet more user-friendly tools. 
These “modern BI platforms,” such as those providing ad-
vanced visualization capabilities, will not only support sophis-
ticated big data analytics, they also will not require the inter-
vention or oversight from IT. This level of self-service provides 
organizations with the agility to discover new insights from 
data in a faster, more iterative approach that allows hypothesis 
testing. Compare this to the traditional BI data flows where 
data is carefully prepared and organized to answer specific, 
known business questions based on requirements of the busi-
ness in a much more centralized and governed approach.
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In essence, data visualization tools allow business analysts to 
literally “see” the reasoning behind the big data analyses and 
discover new insights more quickly. As a result, it should not 
be a surprise that Gartner and other industry analyst firms 
maintain that data visualization is becoming a “must-have” for 
quickly communicating insights gained from big data ana-
lytics and converting those insights into actionable business 
decisions.
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Chapter 4: Democratizing Big Data

As mentioned in the introduction of this book, Gartner and 
industry experts maintain there are far too few data scientists 
to meet the current demand, and those that are available are 
expensive. This sets the stage for the emergence of “citizen data 
scientists” leveraging powerful big data analytics tools. This 
trend is part of the larger movement many call “democratiz-
ing big data”—the enabling of more and more business users 
to quickly access the data they need to perform analyses and 
enterprise reporting of their own making, independent of IT.

However, for organizations to move closer towards true “self 
service BI” their data must be freed from their traditional silos. 
Decision makers, influencers, and even observers need a unified 
view of such data, and getting that has traditionally involved a 
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number of highly labor- and therefore cost-intensive process-
es. One potential solution that organizations have explored is 
dumping data into a single, large “data lake” that holds tidal 
volumes of raw big data in its native format until requested.

Leave the Data Where It Is: A Case 
Study of Data Democratization in 
Action
To truly “democratize” data, it is essential to leave it where it 
naturally resides, such as in the Hadoop platform. Then the 
only thing what would be needed is an intelligent layer above 
these many and varied data types that can transparently inte-
grate all the data. Ideally a visualization tool, this top-down 
“smart” layer will provide everyone what they need—namely, a 
unified view of all data regardless of its source.

The democratization of big data and the ensuing benefits is 
illustrated in a fast-growing marketing analytics technology 
provider to major brands. Acquired by Neustar in late 2015, 
MarketShare1 helps marketers make better decisions more 
rapidly, offering both decision analytics and prescriptive recom-
mendations to help clients optimize marketing spending. At 
the heart of MarketShare’s value proposition are data-driven 
recommendations leveraging big data analysis.
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After moving from MySQL to Hadoop, Neustar soon realized 
it wanted to provide dynamic rather than predefined report-
ing capabilities supplied by tools that more of their business 
analysts could leverage. For MarketShare, the set of “small data” 
tools it was using just didn’t work on big data. It would take 
MarketShare a full day and a half to develop customer-specific 
data sets then transform and load them into an Oracle data-
base. Analysts then had to manually produce one-off reports, 
and then embed them into a cloud application for analysis—
another day and a half process. The result was static, pre-
defined reports instead of the highly dynamic type of reporting 
MarketShare wanted and needed.

The solution was a native visual analytics and BI platform for 
big data, which gave business analysts the ability to drill down 
into the raw data details on individual customer interactions. 
Overall, this solution eliminated labor- and time-consuming 
data extraction and data movement, allowing analysts to point 
directly to data stored in highly elastic cloud platforms like 
Amazon S3 for very fast ad-hoc visualizations. Business ana-
lysts now could create sophisticated reports on the fly by sim-
ply selecting client-specific parameters. This is vastly different 
from what MarketShare did previously when analysts waited 
and waited for data to be moved into the relational DBMS. As 
a result, reporting time and effort has been slashed from two 
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full-time equivalents for three days all the way down to one 
full-time equivalent for a half-day.

Democratization To-Do List
The MarketShare experience also outlines the value proposi-
tion of an analytics-as-a-service solution, which can deliver 
very timely, relevant and insightful big data analytics but 
without the heavy costs of investing up front in infrastructure. 
Essentially all that is needed is big data— something most all 
organizations have plenty of.

Thus, in the interest of fostering this democratization of data 
and realizing the fuller potential of big data as a competitive 
tool used by non-IT business professionals, organizations 
should consider the following:

• Deploy solutions proven to enable access to new sources of 
data and new kinds of data as well, most notably big data 
in all its many forms and from its various sources of origin.

• Expand and leverage new analytics capabilities, in partic-
ular ones that can uncover new insights such as those de-
rived from predictive and prescriptive analytics. Traditional 
BI tools are good at deriving insights from events that have 
already occurred, such as transaction data. Predictive ana-
lytics deliver insights into events and behaviors that haven’t 
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even occurred yet, giving organizations an opportunity to 
respond a priori.

• Push relentlessly to expand the pool of business analysts 
exploiting and leveraging big data through advanced ana-
lytics tools, such as data visualization. A sort of “multiplier 
effect” in this regard can result in newfound business value 
from the one thing organizations have plenty of, and that 
is data.
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Chapter 5: Common Approaches 
to Big Data Analytics

Let’s look at four popular approaches to business intelligence 
architecture incorporating big data and the strengths and 
weaknesses of each.

The Dedicated BI Server 
(a.k.a. “Traditional BI”)
This architecture is common to legacy BI platforms such as 
SAP BusinessObjects, IBM Cognos, OBIEE, MicroStrategy, 
and more recently, Qlikview, and Tableau. Traditional BI 
employs a dedicated middle tier BI server with connectors to 
back-end data sources. Users then access data via a local desk-
top application or web browser that is primarily fueled with 
data from the BI server. In terms of the data architecture, at 
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the end of a long and complex ETL process, the most granular 
data is typically stored in the data warehouse, then aggregated 
(usually for performance reasons) and stored in data marts. The 
BI server will then query data from the data marts or the data 
warehouse directly, and cache results locally (often in memory) 
for consumption by the end-user clients as needed.

Dedicated 
BI Servers

Data Lake

Users

IT moves data 
to BI servers.

1

Send SQL
query.

2

Process 
query.

3

Return query 
results.

4

Dedicated BI Server (“Traditional BI”) Architecture and Process Flow

PROS

• Incumbent platform. Most organizations already have 
made BI investments and have the resources in-house 
to support and maintain them. Barriers to adoption are 
typically low as a result. Often, BI tools are used to simply 
extract or embed results into other desktop tools like Excel 
or PowerPoint for convenience and easy sharing with more 
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across the enterprise which again leverages existing invest-
ments and reduces user training needs.

• Predictable environment. Since ETL systems will 
produce clean (albeit limited) data sets, BI systems are 
designed to efficiently answer questions that their user 
communities have defined in advance.

• Semantics makes “sense.” Since traditional BI clients 
(client server or web-based) provide access via a predefined 
semantic layer that puts in place formal business rules and 
metadata definitions, it facilitates common understanding 
across the enterprise.

• Solid performance. Performance is usually good on the 
desktop client and/or BI server, assuming the query results 
fit nicely within the physical resources of the desktop or BI 
server hardware.

CONS

• Significant scaling costs. An increased number of users 
means a significant increase in costs from a hardware, 
software, and administrative perspective. Since traditional 
BI architectures required dedicated resources, these up-
dated architectures often complicate management as well 
as introduce new potential security and administration 
weaknesses because they are additive to the security within 
the modern big data platform itself.
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• Tradeoff between data granularity and performance. 
Traditional BI architectures cause organizations to make 
frequent tradeoffs between the high fidelity data and 
end-user performance. Why? Because they are scale-up, 
SMP servers which can be clustered, at best, but are unable 
to handle the volume and complexity (i.e., semi-structured, 
schema-less data) available in massively parallel, distribut-
ed data platforms. As discussed above, these data volumes 
cause SQL queries to run in minutes or hours, so organi-
zations typically create extracts and roll-ups (i.e., a cube 
or data mart) on top of the original data to enable fast BI 
performance and keep business users happy. This aggrega-
tion causes valuable granular detail to be lost along the way, 
which limits the value of the analytics and the ability to in-
novate. For example, a retail organization wanting to report 
on sales transactions, for performance reasons might decide 
to aggregate the underlying data to exclude the individual 
customer detail. The impact of this aggregation would re-
move the ability of an analyst to later join in demographic 
or social media data collected on individual customers from 
other sources.

• Architectural complexity. Since the typical BI configura-
tion is to add separate BI servers for extracts, more distinct 
data silos are added to the overall data architecture. This 
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leads to administrative, maintenance, and security com-
plexity with more chance for error.

SQL-on-Hadoop Engines with BI Tools
The emergence of SQL-on-Hadoop offerings such as the ones 
mentioned in chapter 1 are often used to enable existing BI 
tools. These tools reduce (or in some cases eliminate) the need 
to extract the data into a data warehouse, mart, or cube before 
it can be analyzed. Running SQL queries directly on a data 
lake using Hadoop or cloud platforms such as Amazon S3 
provides easier access to the most fine-grained data available.

Users

Data Lake Collate results.
3

Process query 
on each node.

2

Send SQL
query.

1
Return query 
results.

4

SQL-on-Hadoop Architecture and Process Flow
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PROS

• No dedicated servers required. Analyzing data directly in 
the big data platform leads to significant advantages. First, 
with no data movement from the platform to dedicated 
BI servers, the overall architecture is simpler and easier to 
maintain. Second, no external BI servers or external ETL 
software means lower hardware/administrative costs. Third, 
all raw data is immediately available to allow details on 
fine-grained data, unlike the summaries and aggregations 
used in dedicated BI servers. Finally, governance and com-
pliance frameworks are easier to support by not creating 
separate copies of data in external repositories.

• Unified security. Related to the above, since there is no 
data movement, data can be secured by the platform’s secu-
rity controls, thus simplifying data protection and lowering 
the costs of securing your data. In the case of Hadoop, 
integration with security technologies like Apache Sentry 
and Apache Ranger enable the unified security model.

• Lower learning curve. Both “citizen data scientists” and 
RDBMS power users take advantage of tools and skills 
they already have. This leads to easier adoption since users 
don’t have to learn unfamiliar new tools.

• Maximize current investments. Companies can leverage 
existing BI tools, skills, and training, thus avoiding addi-
tional expenditures on new BI tools.
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• Self-service. With minimal IT intervention to run news 
types of queries, SQL-on-Hadoop can effectively provide 
self-service analytics that give much more flexibility to 
business users.

• Reduced dependence on ETL. Since many SQL-on-
Hadoop tools offer ETL functionality natively, the need 
for more sophisticated (and costly) ETL tools can be 
reduced as well.

• Cost-effective scalability. By deploying analytics that 
leverages a big data architecture, you can easily cost-effec-
tive scale-out by incrementally adding more commodity 
nodes to a cluster.

CONS

• Less mature SQL support. While these SQL-on-Hadoop 
engines are intended to be used with popular BI tools, they 
tend not to support the SQL syntax as extensively as other 
veteran technologies. This limits the types of queries that 
can be run from your BI tool.

• Limited track record. While some tools suggest massive 
performance gains, these results are often performed under 
ideal circumstances. It is important to validate their claims 
in your environment first.

• Concurrency limits. Since consumers have grown to 
expect real-time or near-real-time results while performing 
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their analyses or accessing data via their dashboards, these 
products may not provide that due to their need to process 
SQL commands across a widely distributed cluster. This is 
especially true when a typical BI deployment has hundreds, 
if not thousands of concurrent users.

• New skills and unfamiliarity with Hadoop. The concept 
of accessing large amounts of structured and unstructured 
data for analysis is new, and will require some ramp-up 
time for users and IT organizations alike. Basic familiarity 
with Hadoop or cloud system skills are needed set up and 
maintain the data store.

OLAP on Big Data
An alternate approach embracing a modern data platform, 
OLAP (online analytical processing) concepts started to creep 
their way into the world of big data analytics in the early 2010s 
because of the scale and performance constraints of traditional 
BI approaches. The concept of OLAP involves predefining 
materialized views or virtual data “cubes” (which actually are 
pre-summarized aggregations of the underlying data) and 
directing queries to the appropriate level in the cube to return 
results much faster than the underlying granular data.

Many organizations experiencing frustration with the less than 
interactive response times of SQL-on-Hadoop engines (see 
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previous section) are looking to close the performance gap by 
deploying such big data OLAP solutions in between their BI 
tools and their data in Hadoop. Modern big data OLAP solu-
tions avoid the movement of data and achieve scale by deploy-
ing their cubes directly into the Hadoop environment, right 
next to the granular data from which they are summarized. 
Example big data OLAP technologies include Apache Kylin, 
AtScale, Kyvos Insights, and Zoomdata.

IT builds predefined 
cubes up front to run 
known queries faster.

Users

Data Lake

Users/IT collaborate 
on expected queries.

1

Send SQL
query.

3

Users provide feedback, IT 
alters cubes (or builds more).

7

Return query 
results.

6 IT builds OLAP cubes.2

Process query on each node.
• If query matches cube, return 

pre-calculated results.
• If not, return standard query.

4

Collate results.
5

OLAP on Big Data Architecture and Process Flow

PROS

• No dedicated servers required. Analyzing data directly in 
the big data platform leads to significant advantages. First, 
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with no data movement from the platform to dedicated 
BI servers, the overall architecture is simpler and easier 
to maintain. Second, no external BI servers or external 
ETL means lower hardware/administrative costs. Third, all 
raw data is available to allow details on fine-grained data, 
unlike the summaries and aggregations used in dedicated 
BI servers. Finally, governance and compliance frameworks 
are easier to support by not creating separate copies of data 
in external repositories.

• Maximize current investments. As with SQL-on-
Hadoop offerings, companies can leverage existing BI 
tools which can visualize the output from cubes, providing 
a faster path to big data adoption with a reduced learn-
ing curve.

• Fast queries and high user concurrency. Because ag-
gregates are predefined, stored and accessed, sub-second 
response times are achieved for predefined queries.

• Cost-effective scalability. By deploying analytics that 
leverages a big data architecture, you can easily achieve 
cost-effective scale-out by incrementally adding more com-
modity nodes to a cluster.

CONS

• Requires up-front modeling. Cubes require significant 
investment from IT and other technical staff in terms of 
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time to design, deploy, and administer, which makes them 
costly to build and maintain before queries and explora-
tion can begin. This requirement often adds significant 
latency, inhibiting an immediate and real-time analytical 
environment.

• Ongoing assembly required. Since big data OLAP 
products lack the ability to automatically develop new 
cubes when new data are added, time and effort is required 
to develop, deploy, and test these enhancements prior to 
deployment. These updates can take weeks or months to 
complete, potentially losing opportunities for revenue in 
the process.

• Not real-time. Batch data updates are required for cubes, 
which typically happen once per day and can take hours to 
updated based on their size.

• Lacks ad-hoc freedom. The tradeoff for scale and perfor-
mance is limited flexibility. Users are confined to OLAP 
views and data cubes that are prepared by IT in advance, 
so they have little latitude to experiment. If the data is not 
in the cube, the BI tool needs to bypass the cube so all the 
benefits of pre-aggregated performance are lost.

• Increased administration. Due to the need to develop 
multiple microcubes, many of these providers require 
separate security for these structures in addition to what 
they have currently. While this may be manageable initially, 
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as the number of cubes and users grow, this initially simple 
task can become very unwieldy extremely quickly.

• New skills and unfamiliarity with Hadoop. The concept 
of accessing large amounts of structured and unstructured 
data for analysis is new, and will require some ramp-up 
for users and IT organizations alike. Basic familiarity with 
Hadoop or cloud system skills are needed set up and main-
tain the data store.

At the end of the day, big data OLAP cubes offer a stop-gap 
solution that exists only to enable legacy BI technology, which 
was never designed to work natively with big data, to achieve 
fast query performance for certain predictable questions. They 
do not remove the cost or the complexity of the legacy BI 
architecture. In fact, they increase it by adding yet another 
middle layer into the equation.

Native Visual Analytics 
and BI for Big Data
This is a relatively new approach to BI that is made possible by 
embracing distributed scale-out architectures such as Hadoop, 
Spark, and cloud-based object storage such as Amazon S3. 
As with SQL-on-Hadoop and big data OLAP, native visual 
analytics keeps data in the big data platform. It also leverages 
the power and scalability of the platform to run large-scale 
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analytics. The BI and visualization UI is written from the 
ground up to take advantage of the analytics platform, but 
the system can optionally leverage existing BI tools as well. 
This approach gets the benefit of having learned from prior 
BI approaches, and improves upon known challenges to boost 
performance and scale while reducing complexity and latency.

Users

Data Lake

Send SQL
query.

1
Return query 
results.

5

Process query on each node.
• If query matches analytical view, 

return accelerated query results.
• If not, return standard query results.

2

Automatically learn from queries to 
build more analytical views for more 
acceleration.

3

Collate results.4

Native Visual Analytics Architecture and Process Flow

PROS:

• No dedicated servers required. Analyzing data directly in 
the big data platform leads to significant advantages. First, 
with no data movement from the platform to dedicated 
BI servers, the overall architecture is simpler and easier 
to maintain. Second, no external BI servers or external 
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ETL means lower hardware/administrative costs. Third, 
all raw data is immediately available to allow details on 
fine-grained data, unlike the summaries and aggregations 
used in dedicated BI servers. Finally, governance and com-
pliance frameworks are easier to support by not creating 
separate copies of data in external repositories.

• Unified security. Related to the above, since there is no 
data movement, data can be secured by the platform’s secu-
rity controls, thus simplifying data protection and lowering 
the costs of securing your data. In the case of Hadoop, 
integration with security technologies like Apache Sentry 
and Apache Ranger enable the unified security model.

• Lower learning curve. As an option, standard BI tools can 
be used with native visual analytics. That way, both “citizen 
data scientists” and RDBMS power users take advantage of 
tools and skills they already have. This leads to easier adop-
tion since users don’t have to learn unfamiliar new tools.

• Maximize current investments. As an option, companies 
can leverage existing BI tools, skills, and training, thus 
avoiding additional expenditures on new BI tools.

• Self-service. With minimal IT intervention to run news 
types of queries, and no time-consuming and resource-in-
tensive cube building, native visualization analytics can 
effectively provide self-service analytics that give much 
more flexibility to business users.



56  |  Chapter 5: Common Approaches to Big Data Analytics

• Query acceleration for performance and high user con-
currency. Native analytics entails optimizations such as 
caching and pre-computing subsets of queries that accel-
erate a wide range of end user queries. This also enables 
hundreds and even thousands of concurrent users on the 
system.

• Cost-effective scalability. By deploying analytics that 
leverages a big data architecture, you can easily cost-effec-
tive scale-out by incrementally adding more commodity 
nodes to a cluster.

CONS

• Fear of the unknown. Since this approach is relatively 
new, organizations may encounter resistance due to a lack 
of understanding why this approach is superior to others.

• New skills and unfamiliarity with Hadoop. The concept 
of accessing large amounts of structured and unstructured 
data for analysis is new, and will require some ramp-up 
for users and IT organizations alike. Basic familiarity with 
Hadoop, NoSQL, or cloud system skills are needed set up 
and maintain the data store.
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Chapter 6: Making 
Big Data Actionable

Today’s “Brave New World” of big data BI offers the poten-
tial of visualization to create new perspectives and insights. 
However, many of these initial offerings are still limited to data 
that has been extracted and prepared, often by costly data sci-
entists. To realize the full potential of big data, business intelli-
gence applications must evolve to support visualization directly 
to all data stores. They must eliminate the dependence on data 
cubes and predefined views while also integrating real-time 
and streaming data from sources like intelligent devices in the 
Internet of things.

Forrester Research has said that “customer obsession and big 
data call for more BI muscle,” observing that nearly one-third 
of organizations now store and process more than 100 TB of 
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structured data. “To process and analyze all this data efficient-
ly and effectively, application development and delivery pros 
working on BI initiatives need highly scalable and distribut-
ed BI platforms and flexible and agile technologies,” wrote 
Principal Analyst Boris Evelson.1

The Next Generation of Business 
Intelligence
The change begins with the client. Since many legacy desk-
top BI tools failed to offer capabilities to support real-time 
collaboration, IT organizations had to ensure there were 
enough server resources to share analytics. A small implemen-
tation could carry a hefty price tag as it becomes deployed 
enterprise-wide. Since desktop BI clients leverage local copies 
of data downloaded from a server, they tax network bandwidth 
and introduce version-control problems, not to mention addi-
tional security risks as well. Further, many BI tool users simply 
use them to extract data, while relying on spreadsheets and 
other tools for more advanced analysis and formatting. Users 
then typically exchange these reports by emailing them to each 
other, exacerbating the data duplication and version control 
nightmare.

This is not to say that these traditional BI tools are not used 
for analysis or building visualizations. In many instances, a 
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company’s IT organization is tasked with building complex 
analytical applications such as balanced scorecards and dash-
boards using native functionality as well as APIs offered by 
these vendors. However, these pre-canned views are often de-
signed to provide little or no ability to conduct ad-hoc queries 
or even “what if ” questions that were not anticipated when the 
cube or view was created.

The need for BI servers should also be revisited in light of 
the limitations they place on working with unstructured data. 
Extracting and transforming data is a time-consuming process 
that is inconsistent with today’s need for rapid decision-mak-
ing. ETL also requires skills that are in short supply. And the 
fact that data scientists are often responsible for data wrangling 
only worsens the situation. Accenture found that 80% percent 
of new data scientist jobs created between 2010 and 2011 had 
still not been filled two years later.2 Numerous studies have 
reported that the average salary for data scientists in major 
markets exceeds $200,000. That doesn’t include the tax that BI 
servers place on IT infrastructure and budgets. Hadoop and 
the cloud has revolutionized the economics of data. Why not 
extend those benefits to business intelligence?

The Browser Is the New PC
It is highly unlikely that the minds that developed what is now 
known as today’s Internet would have imagined how it has 
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impacted our lives. With the increased proliferation of smart-
phones and other devices simplifying access to this “infor-
mation superhighway” coupled with the demand for a more 
uniform “user experience,” various companies have attempted 
to find ways to leverage these advances.

It is highly recommended that BI clients should leverage the 
native functionality provided by one of these modern brows-
ers which support advanced programming languages like 
JavaScript and HTML5. Among the powerful new features 
HTML5 provides are the ability to accept non-HTML data, 
store and operate upon data locally, play video and audio with-
out the need for plug-ins, display two- and three-dimensional 
graphics, and optimize for local processing resources, all of 
which would prove useful for an individual looking for more 
than text.

By incorporating these native capabilities, browser-based BI 
tools reduce the need for application installation and mainte-
nance. This in turn significantly reduces licensing fees and IT 
support costs in both the short as well as long term.
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When Machine Learning Meets Data 
Preparation — Introducing Smart 
Acceleration
Machine learning can now substitute for much of the data 
preparation work that once required human interaction. By 
analyzing data usage patterns over time, the analytics platform 
can “understand” underlying data and accelerate queries for 
improved performance and higher concurrency. Simply put, the 
engine essentially identifies and prepares the data based upon 
demonstrated user preferences.

The Arcadia Data Smart Acceleration™ is an example of 
this. Smart Acceleration is a framework that includes a rec-
ommendation engine for derived views (called “Analytical 
Views”) of raw data based upon dynamic data usage analysis 
within the data lake, whether it is a Hadoop cluster or a cloud 
platform. Arcadia then transparently reroutes data queries to 
the Analytical Views, providing automated acceleration when 
needed for production and high concurrency uses. Queries are 
routed to these views in a cost-based manner. Views are stored 
in HDFS, Amazon S3, or other distributed data platforms and 
cached when in use for optimal performance.

In-cluster on in-cloud processing enables the analytics engine 
to scale linearly with the data for greater speed and easier 
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management. Data is automatically modeled and maintained 
within the Hadoop cluster or cloud environment using simple 
logical data models that aren’t tied to specific data cube struc-
tures. Users work with a dashboard or application that presents 
consolidated views of data, which they then point and click 
to drill through or across to the raw data source on the data 
platform. Intuitive visualization enables instant micro-segmen-
tation, network graph analysis, event and time-series analytics, 
and dimension/measure correlations.

Multiple Data Sources
Arcadia Enterprise is designed to work directly with a wide 
variety of relational, real-time, and NoSQL data sources in-
cluding HDFS, Amazon S, Apache Spark, Apache Kudu, Solr, 
MapR-FS, and more. These can be used in any combination, 
enabling structured and unstructured sources to be combined 
in a single view. For example, a single visual can combine data 
from relational, NoSQL, and Hadoop sources.

Users can also create views that combine real-time/streaming 
and historical data. This addresses an important shortcoming 
of legacy BI systems, which is that they only work on historical 
data. Folding in real-time data streams opens whole new ap-
plications of BI. For example, equipment managers can overlay 
streaming data from sensors on historical lifecycle data to see 
if there are signs of imminent equipment failure, or marketers 
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can monitor real-time click data on a new advertising cam-
paign to see how performance compares to previous efforts and 
can make adjustments on the fly.

By deploying directly on the Hadoop cluster or cloud environ-
ment, Arcadia Enterprise takes advantage of distributed scale-
out architectures to accommodate hundreds or even thousands 
of users with virtually no degradation in performance. Instead 
of needing to purchase expensive new BI servers to handle 
increased demand, IT organizations can simply add low-cost 
servers to the cluster.

Advanced Visualization Goes 
Mainstream 
Even though nearly two-thirds of people are visual learners,3 
most IT reports are still composed of rows and columns. It’s 
difficult for the average end user to read rivers of numbers, 
much less derive patterns from them, which is why visualiza-
tion is a must-have feature for any new BI platform.

Fast processors, increasingly high-resolution displays, and 
powerful analytics engines are enabling a wide variety of new 
visualization options. For example:

• Network graphs (“network maps”) are used to identify 
relationships between related items and clusters such as 
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when visualizing a social network or displaying a market 
basket analysis. 

• Correlation heat maps provide a graphical representation 
of data where individual values contained in a matrix are 
represented by different colors.

• Path visualizations are collections of funnel visualizations 
which display information across a sequence of time-
stamped events, such as conversion data for website visitors 
or airline delays by time of day.

Advanced Visualizations Reveal Insights That Raw Data and Basic 
Visualizations Cannot

Visualizations can also be overlaid on maps, calendars, work-
flow diagrams, and still images like screen captures. A series 
of visualizations can be displayed over time like a movie to 
illustrate time-series analyses. The arrival of affordable virtual 
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and augmented reality hardware will undeniably expand these 
options as well.

Comparing these powerful new ways to visualize data to the 
traditional bar and pie charts provided by spreadsheets and 
legacy BI tools is like comparing a watering can to a garden 
hose. The tools that work most closely with the underlying data 
give users the latitude to quickly explore new visualizations and 
combine a variety of data sets and types fluidly, and should be 
included in any organization’s requirements list when selecting 
an analytics platform.

Modern Data Platforms Continue to 
Evolve
The commercial software and open source communities are 
constantly innovating in areas such as Hadoop management. 
For example, YARN was added to Hadoop version 2 to handle 
resource management for Hadoop jobs. Apache Ambari is a 
management environment focused on ease-of-use for Hadoop 
installation, system management, and operations, most com-
monly used in vanilla Apache Hadoop and Hortonworks HDP. 
Cloudera Manager and MapR Control System are proprietary 
but highly-functional commercial alternatives. A BI system 
that works directly with Hadoop data needs to take advantage 
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of these and many other management tools for performance 
and capacity tuning, especially as their deployment grows.

Cloud deployments are becoming increasingly popular espe-
cially for the rapid provisioning capabilities. While the cloud 
has historically been revered for lower cost of ownership, it is 
the “elasticity,” or the ability to easily expand and contract a big 
data deployment, that is the key benefit today. Organizations 
no longer have to wait days or weeks for physical hardware 
servers to be set up in the data center, as cloud instances on 
third-party vendors can typically be provisioned in minutes. 
This capability is vital for supporting environments where data 
sets and user loads continue to grow and require more hard-
ware resources. It is also valuable for handling short-term load 
bursts, where the extra capacity can later be shut down to re-
duce expenditures on unneeded resources. Most major big data 
technology vendors support third-party cloud deployments, so 
it is a viable option for advanced BI workloads. There are even 
popular cloud-native options like Amazon EMR, and emerg-
ing options like Snowflake as a cloud-only data warehouse 
technology, that round out the cloud landscape.

Another emerging technology that looks to change the way 
data is analyzed is the class of technologies around real-time 
streaming data. This includes technologies such as Apache 
Kafka, MapR-ES (formerly MapR Streams), RabbitMQ, and 
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IBM WebSphere MQ. These products, particularly the former 
two, are commonly used in big data deployments, especially 
those based on Hadoop, to handle event streaming as a re-
quired complement to batch-oriented, historical data. In fact, 
Cloudera and Hortonworks both support Kafka as part of their 
offerings, and MapR provides MapR-ES, which is their Kafka-
compatible event streaming engine. For added capabilities, 
specialized stream processing engines like Spark Streaming, 
Apache Flink, Apache Apex, Apache Storm, and StreamSets, 
just to name a few, help with analyzing the data as it is deliv-
ered. Visualizations on event data are becoming more mature 
as well, and new innovations to take advantage of high speed 
streaming data in a graphical way are going to pave the way for 
gaining faster insights from big data.

Use Cases

MARKETING

Clickstream analysis is a critical tool for understanding how 
users traverse a website, which paths lead to a transaction, 
and which cause them to hit a dead end. The most effective 
form of clickstream analysis combines server analytics, such as 
load times and data transmission volumes, with e-commerce 
analytics such as the amount of time shoppers spend on certain 
pages, which items they add to or remove from their shopping 
carts, coupon use, and payment preferences. This involves huge 
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amounts of data, which is why Hadoop is commonly used as 
a foundation for analysis. By working directly with Hadoop, 
marketers can more quickly identify sales opportunities or 
impediments. When streaming data is added, they can conduct 
live A/B and multivariate tests to compare multiple offers with 
each other and with historical performance. 

Management of complex multi-channel marketing cam-
paigns involves many moving parts, including clickstream 
analysis, offer codes, audience segmentation, time-series 
analysis, and multivariate testing. This complexity makes it all 
but impossible to anticipate which views and reports will be 
needed. Marketing analysts need to explore raw data and create 
visualizations on the fly, and the faster the better, particularly 
when time-sensitive actions like ad-bidding decisions need to 
be made in seconds.

Customer 360 profiles, considered the Holy Grail of mar-
keting, integrate demographic, psychographic, behavioral, and 
preferential data derived from potentially thousands of sources. 
This gives companies a holistic view of customers to see new 
opportunities as well as avoid redundant communications that 
causes customers to lose faith. The more data marketers can 
integrate, the better the customer profile, leading to a greater 
customer experience.
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FINANCIAL SERVICES

Financial risk analysis can involve a nearly unlimited number 
of variables that affect the behavior of markets and investment 
vehicles. It requires tolerance for both volume and speed, since 
time is money when making trading decisions. Using analytic 
tools that work directly on live data gives analysts a critical 
timing edge.

Fraud detection is a core practice in financial services, where 
seconds count when determining whether to approve or deny a 
transaction. Big data platforms like Hadoop are being applied 
to this task in innovative ways, such as integrating behavioral 
analytics, demographic profiling, pattern recognition, and trend 
analysis. The result in fewer fraudulent activities, but also fewer 
unnecessary transaction declines and more sales for retailers.

SECURITY

Security operations centers (SOCs) are widely using big data 
technologies for cybersecurity. Cybersecurity is increasingly be-
coming an analytical discipline as traditional endpoint devices 
are becoming less effective. SOCs gather and comb through 
vast amounts of server, network, and database log data looking 
for patterns that indicate a breach, as well as for anomalies 
that might indicate a breach. Timing is critical to isolating and 
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containing an intruder. SOC personnel don’t have the luxury of 
waiting for extract databases to run analyses.

Systems monitoring/management also entails analysis of 
many log files. As data processing environments grow ever 
more complex, the number of variables that contribute to 
slowdowns and outages grows accordingly. In the same way 
that SOCs analyze log data to find intruders, system managers 
can use live analysis and comparative historical data to more 
quickly avoid or remedy performance and availability problems 
before they impact the business.

OPERATIONS (INTERNET OF THINGS)

Streaming data analysis is becoming more and more critical in 
today’s business environment. To understand the data volumes 
that IoT involves, consider this one statistic: autonomous vehi-
cles are expected to generate and consume 40 terabytes of data4 
for every eight hours on the road. With 50 billion new con-
nected devices expected to join the Internet over the next three 
years, the data management challenges will be unprecedent-
ed. The only practical way to manage and make sense of this 
volume of data is by using an analytics platform that directly 
accesses the storage layer with no unnecessary data movement.
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Chapter 7: Selecting a 
Next-Generation Business 
Intelligence Platform

Big data has enabled new applications and created new con-
sumers for business intelligence and analytics. “Where in the 
past BI was limited by rigid data definitions, highly constrained 
data types, and the cost of delivering speed and scale, big 
data is now eliminating those constraints,” wrote1 Enterprise 
Strategy Group Senior Analyst Nik Rouda. A new class of 
applications “will empower a new generation of business data 
consumers, much broader than just the technical specialist pool 
of data scientists, DBAs, and analysts.”

One big question is, “What should these next-generation solu-
tions provide?” We suggest the following:

• They will reduce and in some cases eliminate ETL steps 
and intermediary data stages.
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• They will natively support Hadoop, cloud, NoSQL, and 
other modern data platforms. By doing so, this will reduce 
the creation of disparate task-specific data silos.

• They will offer rich visualization features that are extensible 
to accommodate third-party visualization engines such 
as maps.

• They will empower more business users to create their own 
BI content, curate streaming and stationary data feeds, 
provision applications, and foster collaboration with peers.

The reason greater scrutiny will be required is because the 
market is rapidly evolving, with many new entrants taking 
advantage of big data platforms to approach BI in new ways. 
Each has different strengths and weaknesses. At the same time, 
existing vendors such as Oracle are retrofitting their BI plat-
forms to support native Hadoop. This a trend appears to be un-
stoppable; in the words2 of Forrester Research’s Boris Evelson, 
“It’s a question of when, not if.”

Here are some additional capabilities to consider:

Self-service for business users. If offering self-service BI is 
important to your organization, look for the ability to browse 
data structures and sources at a fine level of granularity, create 
semantic relationships across multiple sources, and set hierar-
chies and logical data sets.
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All users should be able to assemble their own dashboards 
with the ability to drill down to raw data and resume and 
pivot through multiple data levels easily. End users should also 
be able to create and publish visualizations to anyone with a 
browser. “Citizen data scientists” should have the ability to 
author their own BI content, curate data, create calculated 
measures, provision applications, and easily collaborate with 
others.

Data visualization features. Most BI packages provide basic 
visualizations such as bar and line graphs and pie charts. 
Modern BI systems should provide support for sophisticated 
visualizations like funnel charts, network graphs, dendrograms, 
packed bubble charts, heat maps, geographic map displays, 
and interactive legends. Extensibility is important to accom-
modate new visualizations. For example, the D3.js JavaScript 
library3 enables developers to take advantage of the full capa-
bilities of modern browsers without being tied to a proprietary 
framework.

If many of your users are non-technical, pay extra attention to 
ease-of-use, and the strategies that were applied to maximize it. 
Users should be able to build a chart very quickly, and certainly 
without writing any code. If you want a system that incorpo-
rates user experience (UX) expertise and best practices, look for 
products with leading browser-based innovations. HTML5 is 
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extremely powerful for deploying analytics across a large user 
base, so look for technologies that use it for rich, responsive in-
terfaces. Also look for technologies that incorporate principles 
from Material Design. Initially announced in June 2014 at the 
Google I/O conference, Material Design is a design language 
developed by Google that aims to unify user experience across 
their products and other platforms such as iOS as well as mod-
ern web browsers. Material Design4 improves the overall digital 
experience for end users to make their analytical activities more 
intuitive.

Advanced analytics support. Advanced analytics goes beyond 
looking at historical data, and often deals with real-time re-
sponses. A common use of advanced analytics is on time-series 
data for a variety of analytical tasks, such as calculating averag-
es, identifying variances, and making predictions. It is used in 
cybersecurity, network management, and website traffic analysis 
where streaming and historical data can be combined to identi-
fy outliers and exceptions.

In a security scenario, real-time analytics can trigger alerts 
based on unusual activity from a particular node or IP address. 
Once discovered, analysis can be conducted across users, end-
points, and networks within a specified time window to look 
for correlations and patterns.
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In an e-commerce setting, it can be used to create heat maps 
that show the most active areas on a website and predict 
preventable actions like cart abandonment. It can also drive 
recommendations to not only give customers ideas on what 
they might need to purchase, but also to help the seller in-
crease sales.

Derived data is another particularly powerful form of advanced 
analytics. It applies the output of one set of calculations to the 
input of another in a single pass, thus cutting down on query 
overhead and enabling much richer derived visualizations to be 
created.

Query engine support. There are may tools that enable some 
degree of SQL queries to be run against Hadoop data, but 
consistency and maturity vary widely. At a minimum, look 
for support for ANSI-standard SQL to lower the learning 
curve. There are many SQL-on-Hadoop engines besides the 
ones described previously, including IBM Big SQL, Teradata 
QueryGrid, Apache HAWQ, Microsoft PolyBase, Presto, 
and Splice Machine. Be sure to also check if their query 
engines can handle both normalized and denormalized data 
sets, and whether they support time-saving features like 
aggregate-awareness and multipass SQL.

Data discovery and exploration. Users should have the 
ability to browse data sources, structure, and content with full 
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granularity and transparency. Good data discovery capabilities 
enable access to data inside and outside of Hadoop and the 
cloud from within a web browser without proprietary drivers 
or extracts. Discovery should work across multiple relational 
databases as well, such as MySQL/MariaDB, PostgreSQL, 
Oracle, Microsoft SQL Server, and Amazon Redshift. Look 
for sampling support. This enables the system to retrieve only a 
small percentage of the underlying data for discovery purposes, 
greatly reducing query times. Finally, look for specialized pro-
cessing engines that are optimized for discovery. Users should 
be able to write queries however they want, without worrying 
about the underlying processing engine.

Hadoop support. New Hadoop versions are released fre-
quently, so ensure that the platform integrates with whatever 
version(s) of Hadoop you use. If your use case involves com-
mercial versions, such as Cloudera, Hortonworks, or MapR, 
look for an analytics or BI platform that is certified as compat-
ible by those vendors. Native HDFS API support is important 
without the need for a separate extract engine or intermediate 
data structures. Also ensure that the platform integrates with 
the same Hadoop cluster manager that you use, such as Apache 
Ambari or Cloudera Manager. It should also integrate with 
Hadoop metadata frameworks, such as the Hive Metastore and 
HCatalog. 
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Native Hadoop security. Many traditional BI and visual-
ization tools rely on decentralized security models, which 
complicates the process of extracting and managing data from 
Hadoop. In these cases, administrators must redefine security 
roles and privileges redundantly at both the Hadoop tier and 
again in the BI environment. Integrating with native Hadoop 
security enables administrators to control data access at a 
granular level, from the platform through to the UI. Look for 
centralized role-based access control (RBAC) that is integrated 
with Hadoop-native projects like Apache Sentry and Apache 
Ranger. Authentication and group membership administration 
should integrate with underlying directory sources based on 
Active Directory, Kerberos, LDAP, or SAML, as well as role 
membership and privilege information from Apache Sentry. 
Data permissions should be defined in the cluster, including 
discrete access control down to a single row or column in the 
data. If users plan to publish their data applications externally, 
make sure that published data can be securely provisioned and 
controlled down to the exact dataset level.

Vertical integration. Determine whether the tools that the 
product provides for data preparation, data modeling, seman-
tic modeling, and reporting/analysis are seamlessly integrated 
with each other. This reduces or eliminates the need for extract 
databases. Some platforms integrate data preparation, mod-
eling and reporting/visualization but may have only limited 
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compatibility with third-party tools. Check partnerships to see 
if the platform integrates with other visualization, preparation, 
and management tools you may already use. Integration with 
popular open source data management and analytics tools like 
Apache Kudu, Apache Spark, Apache Impala, and Apache Solr 
is desirable.

Multiple deployment options. Even if your organization 
hasn’t made the jump to the cloud yet, it’s highly likely you will 
move at least part of your infrastructure to a public, private, 
or hybrid cloud at some point. Your BI engine should support 
both on-premises as well as cloud-based data sources. Look for 
compatibility with popular cloud operating systems and storage 
platforms, such as Amazon S3. Be sure to ask potential ven-
dors if their analytical and visualization engines can seamlessly 
accommodate data from multiple sources without requiring 
extracts or intermediate steps. Can all or part of your data store 
be moved to the cloud without breaking existing queries or 
reports? Can data from HDFS and S3, for example, be com-
bined in a single query? Each organization will have different 
tolerance for the trade-off between flexibility and functionality.

Ease of administration. To minimize complexity, look for 
platforms that integrate natively with existing Hadoop admin-
istration tools like Apache Ambari and Cloudera Manager. 
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In most cases, you will want to avoid introducing yet another 
administrative tool into your environment. 

Recommendations
Business Intelligence has kept pace with many advances in 
both hardware and software technologies. However, because 
they traditionally relied on data extracts and dedicated infra-
structures, legacy business intelligence solutions have limited 
the ability to explore the full range of new data sources and 
types that are available to them. This is particularly true in the 
area of streaming or time-sensitive data because of the long 
lead times commonly associated with ETL.

With the arrival of Hadoop, Spark, Apache Kafka, and other 
open-source solutions, the cost of storing and processing data 
has plummeted, opening vast new opportunities for innovation 
and insight. Many tools have emerged to tap into these data 
sources, but most still require data translation, transformation, 
integration, ETL, and intermediary platforms between the 
Hadoop store and the analytic front end, providing incremental 
improvements over legacy BI approaches.

The concept of self-service has changed the user experience. 
Business users are more emboldened than ever to take care of 
their own data management needs, and they have little patience 
for long delays getting at their data. Given that the shortage of 
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data scientists is unlikely to abate in the near future, a solu-
tion that involves throwing more people at the problem is not 
attractive. A far more practical solution is to pacify users by 
giving them self-service access to analytics and visualization 
with the power to drill down into the back-end data stores. 

AN EXAMPLE TECHNOLOGY TO CONSIDER

Arcadia Data is one of a new breed of visual analytics compa-
nies that is taking an entirely different approach to BI by cut-
ting out intermediate steps and enabling their users the ability 
to query big data sources with a full range of high-performance 
analytic and visualization options.

Arcadia Enterprise is a native visual analytics platform for big 
data that is designed from the ground up to work in concert 
with Hadoop, cloud environments, and other modern data 
platforms. This eliminates the need for a large portion of ETL 
required to “fit” data into legacy BI tools and the many related 
complications and failure points that we have outlined here, 
including delays caused by data preparation, data duplication, 
version conflicts, security vulnerabilities, and more. The Arcadia 
Data approach minimizes risk by never copying or moving data 
out of the core data lake, hub, or platform.

Arcadia Enterprise works with popular big data technolo-
gies in use today like Hadoop, S3, Hive, Cloudera Manager, 
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Ambari, Apache Sentry, and Apache Ranger, rather than sad-
dle customers with additional layers of tools. Arcadia Data is 
also committed to making its extensive library of visualizations 
available through web and mobile browsers. This removes bar-
riers between users and their data, eliminates client licensing 
costs, and delivers major operational efficiency benefits.

One of the biggest limitations associated with conventional 
BI is cost-effective scalability of the analytics server. Because 
Arcadia Data runs natively on the data platform itself, it trans-
parently scales linearly with Hadoop and cloud environments.

Until now, BI users did not have the ability to access real-time 
data, much less integrate it with batch sources. Arcadia 
Enterprise provides the means to do this with drag-and-drop 
simplicity, opening up a world of new applications in the 
process. For example, factory managers in an instrumented 
IoT environment can match live data streams from sensors on 
the floor to historical data illustrating averages and thresholds. 
Managers can see in real time when equipment is malfunction-
ing and replace it without downtime. Or web server admin-
istrators can monitor clickstream data and adjust resources in 
real time to minimize performance delays. 
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Conclusion

This is an exciting time for technologies that enable data-driv-
en companies. While there have been many impactful IT-
facing innovations over the last 40 years—hardware virtualiza-
tion, public cloud, flash drives, just to name a few—the most 
promising data-focused ones have only arisen in the last several 
years. The proliferation and maturation of big data technologies 
have given organizations more power to successfully leverage 
data to drive the operations of their business. As data-driven 
companies try to accomplish more and more with their huge 
volumes of data, they continue to explore new technologies to 
stay ahead.

Hadoop has been, and likely will continue to be, a key technol-
ogy for managing big data. Its ability to handle a wide variety 
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of data types, the scale-out architecture on commodity hard-
ware, and its widespread support make it an ideal data manage-
ment platform for today and the future. But Hadoop certainly 
does not and should not operate in isolation. Related technol-
ogies like Spark, NoSQL, NewSQL, and object stores will also 
play critical roles in building out modern architectures.

And while big data innovations have largely pertained to data 
management, focus on end users particularly regarding BI 
and analytics, will continue to grow. The notion of self-service, 
especially important when it comes to gaining competitive ad-
vantage via data agility, will emerge further as a strong theme. 
More powerful tools such as those that enable the “citizen 
data scientist” will dominate the BI/analytics landscape. And 
related to that, the phenomenon of “data democratization” is a 
key aspiration that will let companies get more value from data 
with less overhead.

The advent of big data technologies resulted from the recogni-
tion that traditional technologies could not efficiently handle 
the volume, velocity, and variety of data that is inherent in 
today’s business environment. This simply means that a sep-
arate class of technologies was needed to handle emerging 
challenges. This evolution is certainly true in the BI/analytics 
world. As data-driven companies seek more data, more agility, 
more insights, all with lower costs, a new paradigm is required. 
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One cannot expect to use traditional technologies on big data 
without making significant compromises that ultimately reduce 
the value of that big data. With newer technologies, you will 
not have to make those compromises that limit your ability 
to compete. The industry has evolved from a traditional BI 
approach to new approaches such as SQL-on-Hadoop, OLAP 
on big data, and native visual analytics. While these newer 
technologies have the obvious disadvantage of a shorter track 
record, the proof points among current innovating companies 
using these technologies show the distinct operational advan-
tages that make the investment worthwhile.

Native visual analytics is arguably the most intriguing approach 
because it provides more advantages for analyzing big data 
than the other approaches. An integrated suite of analytics and 
query acceleration provides benefits to both the end users as 
well as the IT administrators. End users get powerful, easy-to-
use visualizations with faster performance, while the IT team 
has significantly lower overhead around deployment and data 
management activities. Support for complex data types lets end 
users analyze a much wider range of data sources, a key tenet 
of big data, and reduces the ETL effort on the management 
side. And immediate access to granular data means end users 
can get details, not just summaries and aggregations, without 
time-consuming IT intervention.
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Arcadia Data is an example of a technology provider for native 
visual analytics. With capabilities that cater to a wide range of 
end users including the power users, they make the Gartner 
vision of “citizen data scientists” real. Visual analytics and more 
advanced data discovery need no longer be limited to a few 
senior managers using algorithms designed by data scientists. 
Instead, data professionals can focus on building operation-
al programs and models based upon discoveries enabled by 
the people who use the data. They can also work with larger 
volumes of varied data types while also retaining the ability 
to drill down to a granular level, all within the same applica-
tion. Support for a variety of big data environments including 
Hadoop and the cloud means that the IT team can choose the 
deployment model that best suits their needs while giving end 
users the data access they need.
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This is an exciting time for data-driven companies. The proliferation and 
maturation of big data technologies give you more power to successfully 
leverage data to drive your business operations. While big data innovations 
have largely pertained to data management, the focus on end users, partic-
ularly regarding BI and analytics as well as data-centric applications, will 
continue to grow. The notion of self-service BI, especially important when 
it comes to gaining competitive advantage via data agility, will emerge 
further as a strong theme.

As you seek more data, agility, and deeper insights, all with lower costs, a 
new paradigm is required. Applying legacy BI technologies to the modern 
world of big data is often not the answer. Instead, modern approaches to 
analytics and data applications were designed to address challenges of 
growing data volumes while also reducing the dependence on IT for day-
to-day data management activities.

In this book, we’ll explore new self-service technologies that enable you to 
stay ahead of the game whether you are a business analyst, data scientist, 
or data/application architect.
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